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Retinal image generation method for retinal projection type  

super multi-view 3D head-mounted display 
 

Junya Kohnoa, Kayo Yoshimotoa, and Hideya Takahashi*a 

aDept. of Electrical and Information Engineering, Graduate School of Engineering, Osaka City Univ., 

3-3-138 Sugimoto, Sumiyoshi-ku, Osaka 558-8585, Japan; 

ABSTRACT   

We have proposed the retinal projection type super multi-view head mounted display (HMD). The super multi-view 

method provides stereoscopic information by inducing the accommodation of the human eye by blurring the retinal image. 

This method uses the principle of Maxwellian view and reconstruct the blur image by overlapping projected each parallax 

image on the retina. However, considering only the degree of the overlap of the projected parallax images on the retina is 

not enough for reconstructing the real blur. In order to overcome this problem, we propose the optimal method considering 

not only the degree of the overlap of the parallax images projected on the retina but also the light intensity of each parallax 

image to reconstruct the real blur. From the evaluation experiment, we verified that the proposed method improves the 

reproducibility of blur compared to the method considering only the degree of superimposition of the parallax images 

projected on the retina. Furthermore, it was also confirmed that the prototype system can display 3D images in the depth 

range of human ocular accommodation from 200mm to 2000mm. The super multi-view HMD based on the proposed 

method can induce the accommodation of the human eye with the high reproducibility blur and provide more natural 3D 

images. 

 

Keywords: retinal projection display, super multi-view, head-mounted display, 3D display 

1. INTRODUCTION  

It has attracted attention that augmented reality (AR) and mixed reality (MR)1 which fuse the real world 

and the virtual world is realized by using the see-through type head mounted displays (HMDs). Many of 

the previously developed see-through HMDs provided 2D images. In order to realize natural AR or MR, it 

is necessary to provide virtual images without discomfort together with the real world. However, it is 

difficult for 2D images to be associated with the 3D real world and it causes a sense of discomfort to the 

observer. Therefore, in order to superimpose virtual images on the real world without discomfort, it is 

necessary to display 3D virtual images. To overcome this problem, we have previously proposed a retinal 

projection type super multi-view HMD2-7. The super multi-view system8 induces the accommodation of the 

human eye, which is one of the factors of stereoscopic vision, and enables to display monocularly 3D images. 

The previously proposed retinal projection type super multi-view HMD uses the principle of Maxwellian 

view and induce the accommodation of the observer’s eye by the blur image caused by the displacement of 

the retinal image position of the projected parallax images. In the previous method, we focused only on the 

degree of overlap of the projected parallax images on the retina to reconstruct the blur image, but it was 

not enough for reconstructing the real blur. In order to solve this problem, we propose the optimal method 

considering not only the degree of the overlap of the parallax images projected on the retina but also the light intensity of 

each parallax image to reconstruct the real blur. To verify the effectiveness of the proposed method, we 

constructed the prototype system and confirmed that the proposed method improves the reproducibility of blur 

compared to the previously proposed method. Furthermore, we confirmed that the prototype system can display 

3D images in the depth range of human ocular accommodation from 200mm to 2000mm. Therefore, it was 

verified that the super multi-view HMD based on the proposed method can reconstruct the retinal image close to the real 

blur in the range of human ocular accommodation. 
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2. RETINAL PROJECTION TYPE SUPER MULTI-VIEW HMD 

In Section 2, the previously proposed see-through type retinal projection super multi-view HMD. 

 

2.1 Super multi-view 

When humans look at an object, it recognizes the object by observing the light reflected from the object. Furthermore, an 

infinite number of rays of the reflected light are incident on the observer’s eye to occur the imaging relationship between 

the object and the image on its retina and it recognizes the object three-dimensionally by being caused the accommodation 

of its eye. Therefore, we consider discrete sampling reflected light from an object as multiple parallax rays as shown in 

Figure 1 (a). In this situation, the state in which two or more parallax rays always enter the eye is called “super multi-view 

state”. In the super multi-view state, reconstructed 3D images have very smooth motion parallax, and if an observer focuses 

his or her eyes on the reconstructed object’s surface, the stimulus for the accommodation of the human eye is induced 

naturally. Therefore, the super multi-view HMD provides the observer with natural 3D virtual images so long as the super 

multi-view condition is satisfied. In Figure 1(b), each pixel which reconstructs a ray is a corresponding point of each 

parallax image on the display panel. It is possible to freely set the depth position of the virtual 3D point (image) by changing 

the parallax of the parallax images as shown in Figures 1(b) and 1(c). 

 

 

Figure 1. Schematic diagram of the stimulus of accommodation: (a) real world, (b)(c) super multi-view display 

 

2.2 Principle of super multi-view HMD 

As an image projection method, the super multi-view HMD uses the principle of Maxwellian view9. The principle of 

Maxwellian view is a technology that focuses a collimated image at the center of the pupil and projects it directly on the 

retina. As shown in Figure 2, the super multi-view state is realized by converging multiple parallax images to different 

positions on the pupil. For simplicity, we limit the number of parallax images to 3. The parallax image #i converges on the 

convergence point Ci. Pi and Qi are parallax rays of the parallax image #i which correspond to virtual 3D points P and Q, 

respectively. As shown in Figure 3(a), when the observer’s eye accommodates to the spatial position P, the projected 

images of the parallax rays P1, P2 and P3 are focused to the same position on the retina. The observer feels this image as 

the 3D point at the distance LP. On the other hand, the projected images of the parallax rays Q1, Q2 and Q3 are focused to 

different positions on the retina. it feels this image as the blurred point at the distance LQ. As shown in Figure 3(b), when 

its eye accommodates to the spatial position Q, the projected images of the parallax rays Q1, Q2 and Q3 are focused to the 

same position on the retina and the parallax rays P1, P2 and P3 are focused to different positions on the retina. The observer 

feels that the image of Q is in focus and the image of P is out of focus. Therefore, the super multi-view HMD can display 

the virtual image at the distance within the ability for focusing on the eye.  

 



 

 
 

 

 

 

 

Figure 2. Schematic diagram of the retinal projection super multi-view HMD. The super multi-view condition is realized by some 

projected parallax images which converge on the different positions on the pupil. 

 

 

Figure 3. Principle of the 3D HMD by using the super multi-view method: (a) focusing on nearby point P, (b) focusing on far-off 

point Q. 

 

2.3 Previously proposed retinal projection type super multi-view HMD 

There are two types of methods for realizing a retinal projection type super multi-view HMD, a method2-4 of performing 

space division multiplex projection of parallax images and a method6 of performing time division multiplex projection of 

parallax images. Figure 4 shows the schematic diagram of the see-through retinal projection type super multi-view HMD 

by using the time division projection optical system. The proposed HMD consists of the multiple exposure holographic 

lens HOE2 which forms multiple convergence points, a high frame rate displaying device, a high-speed shutter, and a 

holographic lens which works as a converging lens and a combiner. In this HMD, multiple parallax images are displayed 

by time division, and these images are converged on respective points by the multiple exposure holographic lens. The 

optical shutter which synchronized to the display device passes only one convergence light corresponding to the correct 

parallax image. Therefore, proposed HMD realizes the super multi-view condition. 

 



 

 
 

 

 

 

 

Figure 4. Schematic diagram of the retinal projection type super multi-view HMD by using the time division projection optical 

system. 

 

3. OPTIMAL METHOD FOR IMPROVING BLUR IMAGE REPRODUCIBILITY 

The retinal projection type super multi-view 3D display provides the observer with the 3D image by allowing them to 

observe the blur of image due to the overlap of multiple parallax images and induces the accommodation of the observer’s 

eye. In this paper, we propose the improved method to reconstruct the blur image. In this method, by considering not only 

the degree of overlap of the parallax image but also the light intensity distribution of the parallax image, the blur image 

due to the overlap of the parallax image can be approximated to the real blur image. In order to improve the reproducibility 

of the blur image in the depth range of human ocular accommodation from 200mm to 2000mm, we define the relationship 

between the number of parallax images and the light intensity of each parallax image and the retinal image, and derive the 

optimal system configuration for reconstructing the blur image. 

 

3.1 Position of the projected parallax images on the retina 

We derive positional displacement of the projected image on the retina by geometric optics. Figure 5 shows the schematic 

diagram of an optical system that projects a virtual point light source. Figure 6 shows the schematic diagram of the x-z 

plane of Figure 5. Table 1 shows the parameters used in Figure 6. 

 

 
Figure 5. Schematic diagram of an optical system that projects a virtual point light source. 

 



 

 
 

 

 

 

 

Figure 6. Schematic diagram of the x-z plane of the optical system. 

 

Table 1.  Parameters in Figure 6. 

variable meaning 
x x direction distance of the virtual point source 

a Distance from the virtual point source to the HOE 

c 
Distance from the pupil to the intersection of the optical axis 

and the ray before refracted 

L Distance from the pupil to the retina 

f HOE’s focal length 

fp Pupil’s focal length 

D Pupil diameter 

d Distance from the optical axis to the k-th convergence point 

xHOE Distance from the optical axis to the ray on the HOE 

xk The position of the projected image on the retina 

 

We consider the position of the projected one pixel in the k-th parallax image on the retina when the super multi-view state 

as shown in Figure 5 is realized with superimposed projected N parallax images. In Figure 6, from the lens formula and 

the geometric relationship, xHOE, d, c, and the position of the projected image on the retina xk can be obtained by 

 

𝑥𝐻𝑂𝐸 =
𝑑 − 𝑥

𝑎 + 𝑓
𝑎 + 𝑥, (1) 

 

𝑑 = 𝐷
𝑁 − 2𝑘 + 1

2(𝑁 − 1)
, (2) 

 

c = −
𝑎 + 𝑓

𝑑 − 𝑥
𝑥, (3) 

and 

𝑥𝑘 = 𝑑 (1 −
𝑓𝑝 + 𝑐 − 𝑓

𝑓𝑝(𝑐 − 𝑓)
𝐿) . (4) 

  



 

 
 

 

 

 

3.2 Optimal light intensity of parallax images for reconstructing blur image 

The super multi-view 3D HMD enables displaying 3D images by allowing the observer to observe the blur image due to 

the overlap of each parallax image. Furthermore, by adjusting the light intensity of each parallax image, a blur image close 

to a real blur can be reconstructed. We consider that a virtual point light source is reconstructed by one pixel of parallax 

images. Figure 7 is the schematic diagram showing how a retinal image projected by the super multi-view method is 

formed. In Figure 7 and 8, the vertical axis in each graph represents the light intensity, and the horizontal axis represents 

the position on the retina. As shown in Figure 7, a retinal image projected by the super multi-view method is an image 

obtained by overlapping retinal images due to each parallax images, and the light intensity distribution Ismv (xk, fp, z) of the 

overlapped retinal image can be represented by the sum of Is (x), which is the light intensity distribution of the projected 

one pixel of a parallax image on the retina. When retinal images due to unit pixels are overlapped and the number of 

parallax images is N, Ismv (xk, fp, z) is given by 

𝐼𝑠𝑚𝑣(𝑥, 𝑓𝑝, 𝑧) =  ∑ 𝐼𝑠(𝑥 − 𝑥𝑘)

𝑁

𝑘=1

. (5) 

Next, as shown in Figure 8, considering Is (x) are weighted, and the light intensity I’smv (xk, fp, z) obtained by overlapping 

weighted Is (x). At the position xk which k-th parallax image is projected on the retina, when I’smv (xk, fp, z) is made equal to 

the light intensity Ireal (xk, fp, z) of the retinal image due to the real light source, I’smv (xk, fp, z) can be obtained as 

 

𝐼′
𝑠𝑚𝑣(𝑥𝑘 , 𝑓𝑝, 𝑧) =  𝐼𝑟𝑒𝑎𝑙(𝑥𝑘 , 𝑓𝑝, 𝑧). (6) 

 

Assuming that the weighting ratio for k-th parallax image is rk, I’smv (xk, fp, z) is given by 

 

𝐼′
𝑠𝑚𝑣(𝑥, 𝑓𝑝, 𝑧) =  ∑ 𝐼𝑠(𝑥 − 𝑥𝑘) × 𝑟𝑘

𝑁

𝑘=1

. (7) 

Substituting Eq. (7) into Eq. (6), we obtain  

 

𝐼𝑠(𝑥𝑘 − 𝑥1) ∗ 𝑟1  + ⋯ + 𝐼𝑠(𝑥𝑘 − 𝑥𝑁) ∗ 𝑟𝑁 = 𝐼𝑟𝑒𝑎𝑙(𝑥𝑘 , 𝑓𝑝, 𝑧) . (8) 

 

Eq. (8) is an equation with r1 ... rN as variables and be formulated for all the 1st to N-th parallax image, so it is formulated 

as the N variables simultaneous equation. Therefore, by obtaining the solutions r1 ... rN from this equation, it is possible to 

obtain the optimal combination of weighting ratios for each parallax image to reconstruct the blur image. 

 

 

Figure 7. Retinal image reconstructed due to each parallax image. As shown in the left figure, each parallax image is projected 

to the position xk on the retina, and the sum of them gives the retinal image as shown in the right figure. 

 



 

 
 

 

 

 

 

Figure 8. At the position of xk, Ismv (xk, fp, z) is made equal to Ireal (xk, fp, z) by weighting the light intensity distribution of 

each parallax image. Therefore, reproducibility of the blur image is improved.  

 

3.3 Relationship the number of parallax images and the 3D image displayable range 

In a super multi-view 3D HMD, when the observer is not focused on the 3D image, retinal images due to each parallax 

image shift and overlap on the retina and they recognize the 3D image as the blur image. However, depending on the 

degree of the overlap of the parallax images, they may recognize not “one 3D image” but “multiple independent 2D 

images”. The condition for recognizing a virtual image as “one 3D image” is that the light intensity contrast m between 

peaks and valleys in the light intensity distribution of the retinal image composed of two adjacent retinal images is less 

than 10% as shown in Figure 9. In the light intensity distribution of the composed retinal image, when the peak is Imax and 

the valley is Imin, m is given as 

𝑚 =
𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛

𝐼𝑚𝑎𝑥 + 𝐼𝑚𝑖𝑛

. (9) 

 

Therefore, the displayable range of the 3D image in the proposed method is the display range of virtual image in which 

the light intensity distribution Ismv of the retinal image reconstructed by the super multi-view method satisfies m < 0.1 at 

any position the observer’s eye focuses on. m influences the degree of the overlap of parallax images, and as shown in 

Figure 10, the smaller the shift interval xk+1 - xk of parallax images, the smaller m. From Eqs. (2), (3) and (4), xk+1 - xk is 

given by 

𝑥𝑘+1 − 𝑥𝑘 =
𝐷

𝑁 − 1
(1 −

𝑎 − 𝑓𝑝

𝑎𝑓𝑝

𝐿) . (10) 

 

From Eq. (10), xk+1 - xk depends on N, and becomes larger when the position the observer’s eye focuses on and the position 

the image is displayed are more separated. Therefore, in order to enable 3D display in the depth range of human ocular 

accommodation from 200mm to 2000mm, the number of parallax images is required to exceed the minimum number which 

satisfies m < 0.1 when a unit pixel is displayed at 200mm depth position and the observer’s eye focuses on 2000mm depth 

position (or vice versa). 

 

 

Figure 9. The light intensity distribution on the retina of two parallax images: (a) recognizing as “one 3D image”, (b) 

recognizing as “multiple independent 2D images” 



 

 
 

 

 

 

 

Figure 10. Comparison of m between the case which (xk+1 - xk) is large and the case which (xk+1 - xk) is small: (a) the case 

which (xk+1 - xk) is large, (b) the case which (xk+1 - xk) is small. 

 

4. EXPERIMENTAL RESULTS 

We constructed the prototype system to show the effectiveness of the proposed method described in Chapter 3 and 

evaluated the shape of the light intensity distribution of the blur image and the 3D displayable range in the method. Figure 

11 shows the schematic diagram of the prototype system. In this paper, we did the experiment using a camera instead of 

the human eye. First, we did an experiment for evaluating the shape of the light intensity distribution of the blur image in 

the proposed method. The number of parallax images was set 6, and the camera was focused at 2000mm depth position 

when the vertical line shaped virtual image was displayed at 600mm depth position. We compared the results with and 

without weighting each light intensity distribution of the projected parallax images on the retina based on Section 3.2. 

Figure 12 (a) (b) show the simulation results of the light intensity distributions Ireal and Ismv of the retinal image due to the 

real source and the prototype system. This simulation is based on the parameters of the prototype system. Table 2 shows 

the weighting ratio of each parallax image based on Eq. (8). Figures 13 (a) (b) and 14 (a) (b) show images taken by the 

camera and the light intensity distribution of them with and without weighting each parallax image based on weighting 

ratios in Table 2. From the results of Figure 12 (a), 14 (a), and (b), it proves that the shape of the light intensity distribution 

of the blur reconstructed by the prototype system is more similar one of the real blur by weighting, and the reproducibility 

of the blur is improved in the super multi-view HMD. Furthermore, m obtained from results of Figure 12 (b) and Figure 

14 (b) was both 0%. Therefore, it was found that the prototype system based on the proposed method, reconstructed the 

blur with high reproducibility and enabled 3D display at 600mm depth position. 

 

 

Figure 11. Prototype system. 



 

 
 

 

 

 

 

 
Figure 12. Simulation results based on analysis: (a) Ireal. (b) Ismv. 

 

Table 2. The weighting ratios of each parallax image. 

r1 r2 r3 r4 r5 r6 

0.67 0.12 0.47 0.47 0.12 0.67 

 

 

Figure 13. Images taken by the camera: (a) with weighting each parallax image. (b) without it. 

 

 

Figure 14. The light intensity distribution of images taken by the camera: (a) with weighting each parallax image. (b) without it. 



 

 
 

 

 

 

Next, in order to confirm that the prototype system based on the proposed method can display 3D images in the range of 

200 mm to 2000 mm depth position, the camera was focused at 2000mm depth position and the vertical line shaped virtual 

image was displayed at 200mm depth position. In this situation, Simulation results of Ismv when the number of parallax 

images is 7 and 8 are shown in Figure 15 (a) and (b). As a result of calculating m from Figure 15 (a) and (b), it was 27.4% 

when the number of parallax images was 7, and 9.1% when the number of parallax images was 8. Therefore, it was found 

that the minimum number of parallax images for which m is less than 10% is 8. The light intensity distributions of images 

taken the camera when the number of parallax images is 7 and 8 are shown in Figure 16 (a) and (b). As a result of calculating 

m from Figure 16 (a) and (b), it was 26.4% in Figure 16 (a), and 8.7% in Figure 16 (b). Therefore, it was found that at least 

8 parallax images were required to enable display 3D image in the range of 200mm to 2000mm depth position in the 

prototype system. From the above results, the effectiveness of the proposed method is shown. 

 

Figure 15. Simulation results of Ismv when the position of the virtual image is 200mm depth position and the position at which the 

camera is focused is 2000mm depth position: (a)when the number of parallax images is 7. (b) when the number of parallax images 

is 8. 

 

 

Figure 16. The light intensity distribution of images taken by the camera when the position of the virtual image is 200mm depth 

position and the position at which the camera is focused is 2000mm depth position: (a)when the number of parallax images is 7. 

(b) when the number of parallax images is 8. 

  



 

 
 

 

 

 

5. CONCLUSION 

In this paper, we verified the relationship between the number and the light intensity of the parallax images and the light 

intensity distribution of the retinal image and proposed the optimal method so that the blur image reconstructed by the 

retinal projection type super multi-view HMD is more similar a real blur. We constructed the prototype system and 

evaluated the proposed method. From the experimental results, it was confirmed that the reproducibility of the blur image 

reconstructed by the prototype system was improved by weighting the light intensity of the projected parallax images on 

the retina. Furthermore, we confirmed that when the number of parallax images was 8 or more, the prototype system can 

display 3D images in the range of 200 mm to 2000 mm depth position. Therefore, the proposed retinal projection type 

super multi-view HMD can display more natural 3D images in the depth range of human ocular accommodation from 

200mm to 2000mm by confirming the relationship among the number of parallax images, the light intensity of parallax 

images and the light intensity distribution of the retinal image. 
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