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The formation of minibands in quantum dot (QD) superlattices (SLs) dramatically increases 

the mobility of carriers, giving a new way to apply QDs for optoelectronic devices. In 

previous studies on QDSLs, only a few studies have investigated the temperature dependence 

of the photoluminescence (PL) properties of QDSLs focusing on the formation of miniband. 

Here, we propose a new model that simultaneously considers the extended and localized 

exciton states formed in the QDSLs to clarify the PL mechanism of QDSLs. By 

systematically investigating the temperature dependence of absorption, PL spectra, and PL 

decay profiles in CdTe QDSLs, we found that the Stokes shift becomes smaller and the PL 

decay time of the miniband edge PL becomes longer with an increase in temperature. The 

elucidated PL mechanism of QDSLs will help clarifying further photoexcited dynamics and 

their physical mechanism intrinsically appearing in the QDSLs with the miniband. 
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1. Introduction 

Short-range resonant coupling (i.e., the quantum resonance) occurs between adjacent quantum 

dots (QDs) because of the electronic coupling of the wave functions in a QD superlattice 

(SL) where QDs are regularly arranged.[1,2] Delocalized excitonic states (minibands) that 

extend throughout the QDSL are formed when the quantum resonance occurs in the 

QDSLs.[1,3] The change in excitonic states caused by the quantum resonance should cause 

changes in the optical and charge transport properties of the QDSL. [3-6] In fact, the formation 

of minibands dramatically improves the charge transport properties. [3,5,6] Lee et al. reported an 

electron mobility as high as 16 cm2/Vs in the arrays of CdSe/CdS colloidal QDs. [5] Thus, it is 

important to understand the properties and functionalities of QDSLs in which minibands are 

formed for designing optoelectronic devices using QDSLs such as solar cells, [7-10] 

photodetectors, [11-13] and field effect transistors. [14,15] 

Thus far, the formation of minibands in QDSLs has been discussed in terms of charge 

transport properties and its temperature dependence. [5,6,16-18] It is also possible to investigate 

the formation of minibands based on their optical properties because absorption and 

photoluminescence (PL) properties change when minibands are formed. Such optical 

measurements are advantageous for evaluating the intrinsic properties of QDSLs because they 

do not require any preparation of device structures such as electrode junction. 

Several methods have been proposed for arranging QDs synthesized by hot injection method: 

solvent evaporation, solvent destabilization, and assembly at air–liquid interfaces. [19-22] 

However, it is difficult to make QDs close to each other enough to induce the quantum 

resonance because ligands used in the hot injection method such as trioctylphosphine oxide[23] 

and octadecylamine[24] are too long. One approach to solve the problem is to exchange the 

long ligands with short ligands such as ethanedithiol, [25] ethanediamine, [16] or metal 

chalcogenide complexes. [5] However, QDs need to be closer to each other without ligand 

exchange to investigate the optical properties of QDSLs because the ligand exchange process 

degrades the PL properties. [26] 

The use of water-soluble QDs is a promising method to make QDs close. [27-31] It is possible to 

make QDs closer without ligand exchange because water-soluble QDs can be originally 

synthesized using short ligands such as N-acetyl-L-cysteine (NAC), [30] thioglycolic acid, [27-29] 

and mercaptopropionic acid. [27,29] In our previous study, we reported that CdTe QDSLs can 

be fabricated by the layer-by-layer (LBL) assembly of NAC-capped CdTe QDs and 

polyelectrolytes, and that the quantum resonance was clearly observed between adjacent 

CdTe QDs. [32,33] Further, it was recently demonstrated that the dimensions of the quantum 
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resonance can be controlled by independently changing the distances between QDs in the 

stacking (out-of-plane) and in-plane directions. [33] We also experimentally observed the 

formation of minibands by studying the excitation energy dependence of the PL spectra and 

the detection energy dependence of the PL-excitation spectra. In this paper, we reveal 

excitonic dynamics in CdTe QDSLs wherein the one dimensional (1D), two dimensional 

(2D), and three dimensional (3D) quantum resonance occurs with the miniband formation by 

systematically investigating the temperature dependence of absorption, PL spectra, and PL 

decay profiles. 

 

2. Results and Discussion 

Figure 1a shows the temperature dependence of the absorption and PL spectra of the 3D CdTe 

QDSLs. In the 3D CdTe QDSLs, the quantum resonance occurs not only in the stacking 

direction but also in the in-plane direction, i.e., the 3D quantum resonance appears. [33] In both 

of the absorption and PL spectra, the peaks shifted to the lower energy side with an increase 

in the temperature. Figure 1b shows the temperature dependence of the absorption and PL 

peak energies. The temperature dependence of the exciton energy in direct-gap 

semiconductors follows Varshni’s empirical law expressed as follows: [34] 

𝐸(𝑇) = 𝐸0 −  
𝛼𝑇2

𝑇+𝛽
,      (1) 

where E0, α, and β represents the exciton energy at low temperature, temperature coefficient, 

and Debye temperature, respectively. The solid curve in Figure1b was obtained by 

substituting α = 5.5 × 10−4 eV/K and β = 158 K[35] into Equation (1). The agreement between 

the experimental and calculated results indicates that the temperature dependence of the 

absorption peak energy in the 3D CdTe QDSLs reflects the temperature dependence of the 

intrinsic band gap energy of CdTe.  

The dashed curve shows the calculated result using Equation (1) for the temperature 

dependence of the PL peak energy; for α and β, the same values as the absorption case were 

used. In contrast to the absorption peak energy, the discrepancy was observed in the PL peak 

energy between the calculated and experimental results, and the discrepancy becomes larger 

at the lower temperature. The inset shows the temperature dependence of the Stokes shift. The 

Stokes shift is larger at the lower temperature and it decreases with increasing the 

temperature. Watanabe et al. investigated the temperature dependence of the optical properties 

of film samples in which CdTe QDs were dispersed. [36] They reported that the Stokes shift is 

constant and independent of the temperature for film samples with a dilute dispersion of QDs 
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wherein the quantum resonance does not occur. Therefore, the current temperature 

dependence of the Stokes shift is considered as a phenomenon intrinsic to QDSLs.  

Figure 2a shows the detection energy dependence of the PL decay profiles at 80 K in the 3D 

CdTe QDSLs. The inset shows the PL spectrum at 80 K; the arrows denote the detection 

energies. The PL decay profiles depend significantly on the detection energy; the lower the 

detection energy is, the longer is the PL decay profiles. Similarly, as shown in Figure 2b, the 

PL decay profile at 300 K becomes longer as the detection energy is lowered, as well as at 80 

K. However, compared to the 80 K case, the PL decay profiles detected at the lower energy 

were shorter while those detected at the higher energy became longer at 300 K.  Namely, the 

PL decay profile becomes less sensitive to the detection energy at the higher temperature. The 

detection-energy and temperature dependence of the PL decay time illustrated in Figures 2a 

and 2b is qualitatively different from the dispersed CdTe QD case where the PL decay time is 

almost independent of the temperature and detection energy.[36] The PL dynamics in the CdTe 

QDSL is completely different from the PL dynamics occurring in the CdTe QD film. 

Thus far, the PL dynamics and detection energy dependence of a PL decay profile in a QD 

solid have been explained by the energy transfer (ET)-based model. [24,37] Crooker et al. 

investigated the dependence of the PL decay profiles of close-packed assemblies of CdSe 

QDs, which are monodispersed or polydispersed; [37] the results were interpreted based on the 

ET from the smaller QDs to the larger QDs. Miyazaki et al. reported the detection energy 

dependence of the PL decay profiles and its temperature dependence in CdSe/ZnS QD 

arrays;[24] they proposed the exciton hopping model based on the Förster-type ET. Previous 

studies on the PL dynamics in the close-packed QD assemblies discussed their experimental 

results based on the ET because QDs cannot be brought sufficiently close to each other due to 

the presence of long carbon chain ligands such as trioctylphosphine oxide and octadecylamine 

coordinated on the surface of QDs; the quantum resonance between QDs does not occur in 

such QD assemblies. In fact, the absorption peak energy in the CdSe/ZnS QD array, in which 

the surface-to-surface distance between QDs was 2.7 nm, was consistent with that of the 

solution sample of the CdSe/ZnS QDs, meaning that the low-energy shift owing to the 

quantum resonance was not observed. [24] In such close-packed QD assemblies, the long-range 

dipole-dipole interaction is the essence of the QD interaction, and it is reasonable to discuss 

their PL mechanism based on the ET-based model. 

The low-energy shift of the absorption peak caused by the quantum resonance were clearly 

observed in the NAC-capped CdTe QDSL. [32,33] Furthermore, we previously verified the 

formation of minibands stemmed from the quantum resonance in the CdTe QDSLs based on 
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the experimental result that the PL peak energy does not shift even when the excitation energy 

is varied, and that the peak energy of the PL excitation (PLE) does not shift even when the 

detection energy is varied. [33] Figure S1 shows the detection energy dependence of the PLE 

spectra of the 3D CdTe QDSL at 80 K, 200 K, and RT. The PLE peak did not shift even when 

the detection energy is varied not only at RT but also at the low temperatures of 80 K and 200 

K. These results demonstrate that the quantum resonance occurs and thus the minibands are 

formed in the broad temperature region. Therefore, it is necessary to interpret the PL 

mechanism in the CdTe QDSLs in terms of the miniband formation, which is essentially 

different from the conventional ET-based model.  

Before proposing a new model based on the miniband formation, we fabricated bilayer using 

CdTe QDs with average QD radii of 2.0 and 1.4 nm and investigated the temperature 

dependence of the ET dynamics between CdTe QDs to verify that our experimental results 

cannot be explained by the ET-based mechanism. Figure 3a shows the absorption and PL 

spectrum of the solution sample of CdTe QDs with radii of 2.0 and 1.4 nm, respectively. 

Since the two spectra overlap sufficiently, the 1.4 and 2.0 nm QDs are expected to act as 

energy donors (D-QDs) and energy acceptors (A-QDs) in the bilayer, respectively. Therefore, 

we measured the temperature dependence of the PL spectra and the PL decay profiles of the 

bilayer. The monolayers of D-QDs and A-QDs were prepared as reference samples. The 

temperature dependence of their PL spectra and PL decay profiles were also measured. The 

PL spectra at 80 K are shown in Figure 3b. In comparison with the monolayers of the D-QDs 

and A-QDs, the PL quenching of the D-QDs and the PL enhancement of the A-QDs were 

clearly observed in the bilayer, which can be attributed to the ET from the D-QDs to A-QDs. 

Figure 3c shows the PL decay profiles at 80 K detected at the PL peak of the D-QDs. The PL 

decay profile of the D-QDs in the bilayer is clearly shorter than that in the D-QD monolayer, 

indicating that the ET actually occurs in the bilayer. The experimentally observed PL decay 

profiles show a non-exponential decay. The non-exponential decay in CdTe QDs can be 

quantitatively analyzed by the sum of a stretched exponential function and a single 

exponential function. [36] The open circles in Figure S2 represent the computed result using the 

same method as in ref. 36. The intensity ratio of the stretched exponential component is ~ 

70 % or more. Therefore, we regarded the stretched exponential component as the intrinsic PL 

decay time. The details of the analysis of the PL decay profiles are provided in the supporting 

information (Figure S2). Figure 3d shows the temperature dependence of the ET rate (kET) 

estimated from the analysis of the PL decay profiles shown in Figure S2; kET = 1/τbilayer – 

1/τmonolayer, where τbilayer and τmonolayer are the average PL decay time of the stretched 
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exponential component <τ1> for the bilayer and monolayer, respectively. Figure 3d clearly 

demonstrates that the ET rate in the bilayer of CdTe QDs is almost independent of 

temperature. Therefore, the temperature dependence of the PL decay profiles shown in 

Figures 2a and 2b cannot be explained by the conventional ET-based model. In other words, a 

new model is required to explain the current PL dynamics in the CdTe QDSL. 

As shown in Figure 4a, the minibands are formed in an ideal QDSL, wherein the QDs of 

uniform size are regularly arranged. However, in a real QDSL, irregularities are caused by the 

size distribution and the disorder of the arrangement as shown in Figure 4b. In such case, it is 

known that weakly localized states, the so-called Anderson localization states, are formed on 

the low-energy side of the minibands. [38-40] Thus, we consider the PL process originated not 

only from the minibands but also from the localized states (Figure 4c). The density of states of 

the Anderson localization states is tailed exponentially, as shown in [38-40] 

𝐷(𝐸) =
1

𝜎
exp (

𝐸−𝐸max

𝜎
),      (2) 

where σ denotes the tailing parameter, and Emax represents the energy corresponding to the 

boundary between the minibands and localized states, which is the so-called mobility edge. 

On one hand, at low temperature, excitons populated in the relatively deep (low energy) 

localized states mainly contribute to the PL processes. On the other hand, as the temperature 

rises, the proportion of the excitons populated in the shallower (high energy) localized states 

and the minibands increases because of the thermal activation to the higher energy localized 

states from the low energy localized states (Figure 4d). Therefore, the Stokes shift is expected 

to become smaller at the higher temperature, which agrees well with the inset of Figure 1b. 

We analyzed the PL dynamics of the QDSLs at the low temperature by a Monte Carlo 

simulation with reference to ref. 41 to quantitatively evaluate these considerations. Tackeuchi 

et al. reported the detection energy dependence of the PL decay profiles in InAs QDs with 

low QD density, without any inter-QD interaction and in an InAs multicoupled QD structure 

where the inter-QD interaction occurs. [41] In the InAs QDs with low QD density, the PL 

decay time does not depend on the detection energy, whereas, in the multicoupled QDs, the 

PL decay time depends on the detection energy. The higher the detection energy is, the shorter 

the PL decay time becomes. The PL dynamics was explained by the following rate equation 

which includes the carrier tunneling from the small QDs to large QDs. 

𝑑𝑛(𝐸𝑖)

𝑑𝑡
= −

𝑛(𝐸𝑖)

𝜏𝑟
− ∫

𝑛(𝐸𝑖)

𝜏𝑡
𝐷(𝐸)𝑑𝐸

𝐸𝑖

𝐸min
+ ∫

𝑛(𝐸)

𝜏𝑡
𝐷(𝐸𝑖)𝑑𝐸

𝐸max

𝐸𝑖
,       (3) 

where n(Ei) represents the exciton population in the ith state with energy Ei. τr, τt, and D(Ei) 

represent the recombination lifetime, tunneling time, and density of states at state Ei, 
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respectively. The first term on the right-hand side represents the recombination process, the 

second term represents the relaxation process to states on the lower energy side than Ei, and 

the third term represents the relaxation from higher energy states. Further, it was assumed that 

the carrier relaxation rate from the higher energy side to the lower energy side is proportional 

to the density of states on the low-energy side. We discuss the PL dynamics using the above 

rate equation (Equation (3)). The authors in ref. 41 assumed the carrier tunneling from 

relatively small QDs to relatively large QDs within a size distribution, and they did not 

consider the miniband formation and the presence of the localized states. Further, they 

focused only on the PL properties and assumed that D(E) is a distribution obtained from the 

Gaussian fitting of their PL spectra. In the present CdTe QDSLs, the formation of minibands 

was verified experimentally from the results of the absorption spectra and detection energy 

dependence of the PLE spectra. [33] Further, we modified the above model by assuming an 

exponential tail shape (Equation (2)) rather than a Gaussian function because we are 

considering the localized states on the low-energy side of the minibands. Finally, we 

calculated the PL dynamics using the Monte Carlo simulation based on the rate equation 

(Equation (3)). 

Figure 5a shows the calculated PL dynamics with τr = 5.8 ns, τt = 0.056 ns, Emax = 2.177 eV, 

and σ = 27 meV. The calculated PL decay depends significantly on the PL energy; the higher 

the PL energy is, the faster is the PL decay, which qualitatively explains the experimental 

results shown in Figure 2a. The time integration of the calculated result in Figure 5a yields the 

PL spectrum shown by the open circles in Figure 5b. The calculated PL spectrum shows the 

good agreement with the experimentally observed PL spectrum at 80 K (solid curve). The 

calculated PL energy dependencies of the decay profiles are shown in Figure 5c. The inset 

shows the calculated PL spectrum, and the down arrows represent the PL energies. Figure 5d 

shows the experimental (closed circles) and calculated (open triangles) results of the detection 

energy dependence of the PL decay time. The experimentally observed PL decay profiles in 

Figure 2a show a non-exponential decay. As mentioned above, the non-exponential decay of 

CdTe QDSLs can be analyzed by the sum of the stretched exponential and the single 

exponential functions; the calculated PL decay times are shown by the closed circles in Figure 

5d. The calculated decay time (open triangles) was estimated from the slope of the calculated 

decay profiles as described in supporting information (Figure S3). The good agreement 

between the experimental and calculated results supports the validity of the PL mechanism of 

QDSLs proposed in this study. 
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Figure 6a shows the PL spectra and the second derivative of the absorption spectra of the 3D 

QDSLs at 80 K and 300 K. The miniband is formed near the absorption peak of the QDSLs, 

which corresponds to the minima of the second derivative spectra. The two dashed lines in 

Figure 6a indicate the lower and upper ends of the miniband formed in the 3D CdTe QDSLs, 

i.e., the miniband width. The spectral width of the absorption spectra reflects the 

inhomogeneous width due to the size distribution of the QDs, which is sufficiently broader 

than the homogeneous linewidth of the individual QD levels. However, it should be noted that 

the low-energy shift of the absorption energy due to quantum resonance is observed in the 

present CdTe QDSLs. Since the inhomogeneous width of the absorption spectrum is larger 

than the change in the homogeneous linewidth of the QD levels with increasing temperature, 

the magnitude of the quantum resonance energy, i.e., the miniband width, is not expected to 

increase much even if the homogeneous linewidth of the QD levels increases with increasing 

temperature. In fact, as shown in Figure S1, it is confirmed that (1) minibands are formed 

even at low temperatures and (2) there is no change in the detection energy dependence 

between low and room temperatures, i.e., there is no clear temperature dependence. The 

difference between the absorption peaks of the CdTe QD solution sample and CdTe QDSLs is 

37 meV, and it corresponds to the coupling energy attributed to the quantum resonance. 

Therefore, the miniband width is estimated to be 74 meV, which is twice the binding energy 

because the miniband width is determined by the energy difference between the bonding and 

anti-bonding states. The PL component in the energy region overlapping the above miniband 

width corresponds to the PL contributed from the miniband. Figure 6b shows the temperature-

dependent intensity fraction of the PL component from the minibands (Iminiband) compared to 

the total PL (Itotal). The PL component from the minibands increases with an increase in the 

temperature, reflecting the increase in the thermal activation from the localized state to the 

miniband. The open circles in Figure 6c denote the temperature-dependent PL decay time of 

the PL component from the minibands. The PL decay time increased with increasing the 

temperature. 

In an ideal free exciton PL in a bulk crystal, an exciton with the exciton wave vector K = 0 

causes the emission, and the PL shows a delta-functional spectrum. However, an actual free 

exciton PL has a finite spectral width Δ due to phonon scattering, and the excitons distributed 

in the momentum space characterized by Δ contribute to the PL. Therefore, the effective 

exciton oscillator strength decreases and the exciton PL decay time increases with higher 

temperature. The exciton PL decay time is expressed as[42-45] 

𝜏(𝑇) ≃ 𝜏0
1

ζ(𝑇)
,                        (4) 
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with 

ζ(𝑇) =
∫ 𝐷ex(𝐸)𝑒

−
𝐸

𝑘B𝑇𝑑𝐸
Δ

0

∫ 𝐷ex(𝐸)𝑒
−

𝐸
𝑘B𝑇𝑑𝐸

∞
0

,     (5) 

where τ0, ζ (T), Dex (E), and kB denotes the exciton PL decay time at T = 0 K, the ratio of the 

number of excitons contributing to the PL over the total number of excitons, exciton density 

of states, and the Boltzmann constant, respectively. The temperature dependence of the PL 

decay time changes with the dimension of the system (d) because Dex (E) depends on d and is 

proportional to E d/2-1. For 1D and 2D systems, the temperature dependence of the PL decay 

time can be obtained analytically: τ (T) is proportional to T0.5 and T1.0 for 1D and 2D systems, 

respectively. [43] In one-dimensional systems such as quantum wires and one-dimensional 

arrangements of InAs QDs, the PL decay time increases in proportion to T0.5; [42-44] in GaAs 

quantum wells, which corresponds to a 2D system, the PL decay time increases in proportion 

to T. [43] In a 3D system, Equation (5) cannot be solved analytically; the temperature 

dependence of the PL decay time must be obtained from numerical calculations. Zhong et al. 

reported that the temperature dependence of the PL decay time in a GaN bulk crystal is 

consistent with the results of numerical calculations based on Equations (4) and (5). [45] 

The solid curve in Figure 6c shows a numerically calculated curve for a 3D system with 0 = 

0.017 ns and  =  meV, where fitting was performed using the least-squares method. In the 

temperature range of 80–220 K, the calculated results are in a good agreement with the 

experimental results (open circles). Above 240 K, the decay time becomes shorter than the 

calculated results. Figure 6d shows the temperature dependence of the integrated PL intensity 

normalized by the intensity at 80 K. In the temperature region below 220 K, the PL intensity 

is larger than ~80% of that at 80 K. Therefore, the expetimenally observed decay time seems 

to reflect the radiative recombination lifetime. The PL intensity decreases with increasing the 

temperature due to a nonradiative recombination process. Therefore, the discrepancy between 

the experimental and calculated PL decay times in the high-temperature region can be 

attributed to the effect of the nonradiative recombination process. 

The agreement between the experimental and calculated results below 220 K, where the effect 

of the nonradiative recombination process is small, indicates that the radiative recombination 

from a 3D extended exciton state exists in the QDSLs. This result strongly supports the 

formation of a 3D exciton state in the CdTe QDSLs. The formation of minibands by the 

quantum resonance was clearly confirmed from the viewpoint of the PL dynamics. In the inset 

of Figure 6c, the temperature dependence of the PL decay time is shown as a double-

logarithmic plot, and it indicates that the PL decay time of the CdTe QDSL is proportional to 
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T1.5. The dependence of T1.5 is different from the results for 1D[42-44] and 2D[43] systems, 

demonstrating the formation of 3D excitonic states (minibands). 

The in-plane QD density in the CdTe QDSLs can be controlled by changing the concentration 

of the QD solution used in the LBL assembly. [33] Thus far, we demonstrated that 2D quantum 

resonances in the in-plane direction occur in the QD monolayers with the high in-plane QD 

density. Further, it is possible to fabricate the 1D QDSL by stacking QDs under the condition 

that the in-plane QD density is low. In the 1D QDSL, the quantum resonance occurs not in the 

in-plane direction but only in the stacking direction, that is, the 1D minibands are formed. 

Figures 7a and 7B show the second derivative of the absorption spectra and PL spectra of the 

CdTe QDSLs at 80 K and 300 K, wherein the 1D and 2D quantum resonances appear, 

respectively. The temperature dependence of Iminiband/Itotal in the 1D and 2D QDSLs is also 

shown in Figures 7c and 7d. The results show that the magnitude of Iminiband/Itotal becomes 

larger with increasing the temperature, which is similar to the case of the 3D QDSL. Figures 

8a and 8b show the temperature-dependent PL decay time of the PL component from the 

minibands in the 1D and 2D structures. The solid curves show numerically calculated results 

using Equations (4) and (5) with 0 = 0.038 ns and  =  meV for 1D and 0 = 0.043 ns and 

 =  meV for 2D, respectively. The calculated results are in the good agreement with the 

experimental results (open rectangles and triangles). The inset shows the temperature 

dependence of the PL decay time in a double-logarithmic plot. The PL decay times of the 1D 

and 2D structures are proportional to T0.5 and T1.0, respectively, which again demonstrates the 

formation of 1D and 2D minibands. 

 

3. Conclusion 

The temperature dependence of the absorption and PL spectra and PL decay profiles were 

investigated systematically in the CdTe QDSLs with the 1D, 2D and 3D quantum resonance 

fabricated by the LBL method. The PL decay profiles became shorter with increasing the 

detection energy. Further, we calculated the PL dynamics based on the model that takes into 

account the miniband and weakly localized states (Anderson localized state) and 

quantitatively explained the results of the dependence of the PL decay profile on the detection 

energy. 

We qualitatively explained that the magnitude of the Stokes shift decreases with increasing 

the temperature by considering the enhanced thermal activation process from the localized 

state to the miniband with increasing temperature. Furthermore, we observed a characteristic 

experimental result wherein the decay time from the miniband PL becomes longer in 
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proportion to T1.5. This experimental result strongly supports the formation of 3D minibands 

in CdTe QDSLs. The T0.5 and T1.0 dependence of the PL decay times were confirmed for the 

QDSLs in which 1D and 2D quantum resonances occurred. The formation of minibands by 

the quantum resonance was clearly confirmed from the viewpoint of the PL dynamics. 

The results of this study will help clarifying further photoexcited dynamics in QDSLs with the 

minibands. Future studies on photophysical properties of QDSLs can be developed from the 

viewpoint of both fundamental and applied research by clarifying intra-miniband relaxation 

dynamics in QDSLs through transient absorption measurements and by studying the multiple 

exciton generation[4.46] in QDSLs for the application to QD solar cells. 

 

4. Experimental Section 

We synthesized NAC-capped CdTe QDs by hydrothermal synthesis according to the 

previously reported procedure. [30] First, 250 mg of tellurium powder (purity 99.99%; 

purchased from Kishida Chemical) and 312.5 mg of sodium borohydride (purity 98%; 

purchased from Kanto Chemical) were added to the vial. Then, 6 mL of deionized (DI) water 

was added to the vial and sealed, and the solution was cooled in an ice bath and reacted for ~ 

8 hours. After the reaction, NaHTe, which is a tellurium ion source, is produced, and Na2B4O7 

precipitate. Next, 24 mM of NAC and 20 mM of Cd(ClO)4·6H2O (purity 99%; purchased 

from Fujifilm Wako Pure Chemical) were dissolved in 100 mL of DI water. Then, the pH of 

the solution was adjusted to 7.0 using 0.2 mM NaOH (purchased from Kishida chemical). 

Finally, 6.0 mM of the prepared NaHTe solution was added, and the pH was adjusted to 5.0 

with a diluted HCl solution to prepare a CdTe QD precursor. After that, the NAC-capped 

CdTe QDs were synthesized by heating the precursor solution in an autoclave at 200 ° C for 

8, 20, and 40 minutes. The mean radius (r) of the CdTe QDs synthesized with the reaction 

time of 8, 20, and 40 minutes are 1.4, 1.7, and 2.0 nm respectively. The QD solution with r = 

1.7 nm was used to prepare QDSLs, and the QD solutions with r = 1.4 and 2.0 nm were used 

as the D-QDs and A-QDs to investigate the temperature dependence of the ET transfer rate. 

CdTe QDSLs were fabricated via LBL assembly. [32,33,47-49] First, the quartz substrates were 

immersed in a piranha solution (98% H2SO4:30% H2O2 = 7:3, v/v) heated to 150 ° C for 

hydrophilic treatment to make the substrate surface negatively charged. Next, the substrates 

were alternately immersed in a diluted polydiallyl dimethylammonium chloride (PDDA) 

solution (20 wt% in H2O; purchased from Sigma-Aldrich), which is a cationic polymer, and a 

diluted polyacrylic acid (PAA) solution ((~25%); purchased from FUJIFILM Wako Pure 

Chemical), which is an anionic polymer. In this process, the substrates were washed with DI 
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water before being immersed in a different solution. After preparing PDDA / (PAA / PDDA)2 

layers on the substrate, the substrates were immersed in a NAC-capped CdTe QDs solution. 

Because the NAC is negatively charged in water, the QD monolayer can be formed on the 

substrates. Additionally, QD multilayers were fabricated by alternately immersing the 

substrate in the PDDA solution and the CdTe QD solution. The CdTe QD multilayers (30 

layers) were fabricated using a QD solution with ODsol = 0.20 to produce the QDSLs in which 

3D quantum resonance occurs in both the stacking and in-plane directions. Here, ODsol is the 

optical density of the first absorption peak in the CdTe QDs solution in a cell with an optical 

path length of 10 mm. The average center-to-center distances between the QDs in the stacking 

and the in-plane direction, are 3.5 nm and 3.9 nm, respectively.[33] Also, it was shown that if 

the in-plane QD distance is increased, that is, if the in-plane QD density becomes low, the 

quantum resonance in the in-plane direction is suppressed; the average surface-to-surface 

distance between QDs in the in-plane direction is 2.2 nm and 0.5 nm in the QD monolayer 

which is fabricated using a QD solution with ODsol = 0.02 and 0.20, respectively. [33] The 

CdTe QD multilayers (30 layers) in which 1D quantum resonance occurs only in the stacking 

direction were fabricated using a QD solution with ODsol = 0.02. Furthermore, the QD 

monolayer in which 2D quantum resonance in the in-plane direction occurs was fabricated by 

using the QD solution of ODsol = 0.20. In order to investigate the temperature dependence of 

the ET rate, we fabricated the bilayer structures using CdTe QDs with r = 1.4 and 2.0 nm. 

The bilayer structures were composed of three blocks; the monolayer of A-QDs with r = 2.0 

nm, followed by the PDDA layer, and the monolayer of D-QDs with r = 1.4 nm. 

To measure the temperature dependence of the optical properties, the samples were attached 

to liquid-nitrogen variable temperature cryostats (Pascal POLL-500-P). Absorption spectra 

were recorded using a JASCO V-650 spectrometer with a spectral resolution of 0.2 nm. In 

PLE measurements, the excitation light was produced by a combination of a 100-W tungsten 

lamp and a monochromator. The emitted PL was analyzed by a photon counting method with 

a single monochromator. The spectral resolution was 0.5 nm. For the measurement of the PL 

spectra, a laser diode (405 nm, PicoQuant LDH-P-C-405) with a pulse width of 50 ps and a 

repetition of 80 MHz was used as an excitation source, and the PL was recorded using a 

Hamamatsu C10083CA fiber-coupled mini-spectrometer. The pump fluence was 50 pJ/cm2. 

The laser diode with a pulse width of 50 ps and a repetition of 125 kHz was used as an 

excitation source for measuring the PL decay profiles. The PL decay profiles over long 

periods of several hundred nanoseconds were recorded by the time-correlated single photon 

counting method. The PL decay profiles with short time duration of less than 10 nanoseconds 
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were obtained using a Hamamatsu Photonics C5094 imaging spectrometer and a C4334 streak 

scope. 
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Figure 1. Temperature dependence of absorption and PL spectra of CdTe 3D QDSLs. (a) 

Absorption and PL spectra of CdTe QDSLs at 80 K, 140 K, 200 K, 260 K, and RT. (b) 

Temperature dependence of absorption peak energy (open circles) and PL peak energy (open 

triangles). The solid curve represents the result of the calculation by substituting α = 5.5 × 10−4 

eV/K and β = 158 K into Eq. (1). The dashed curve shows the calculation result for the 

temperature dependence of the PL peak energy with the same α and β the same values as in the 

analysis of the temperature dependence of the absorption peak energy were used. The inset 

shows the temperature dependence of the Stokes shift, which is the energy difference between 

the absorption and PL peak energies. 
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Figure 2. Detection energy dependence of PL decay profiles of 3D QDSLs at 80 K and RT. (a, 

b) Detection energy dependence of PL decay profiles at 80 K and RT. The insets show the PL 

spectra at 80 K and RT. The down arrows in the insets represent the detection energies and the 

arrow color corresponds to the color of the PL decay profiles. 
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Figure 3. PL properties of the bilayer in which energy transfer occurs. (a)Absorption spectrum 

of the solution sample of CdTe QDs with a radius of 2.0 nm that act as energy acceptors (A-

QDs) and PL spectrum of the solution sample of CdTe QDs with a radius of 1.4 nm that act as 

energy donors (D-QDs). (b) PL spectra of the monolayers of D-QDs and A-QDs, and the bilayer 

composed of D-QDs and A-QDs. The inset shows an enlarged view of the PL spectrum in the 

energy region corresponding to the PL of the D-QDs. (c) PL decay profiles of the monolayer 

of D-QDs and the bilayer at 80 K, detected at the PL peak of D-QDs. (d) Temperature 

dependence of the energy transfer rate estimated from the analysis of the PL decay profiles. 
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Figure 4. Schematics of the electronic states of the QDSLs with miniband formation and PL 

processes at low and high temperatures. (a) Schematics of the electronic states of ideal QDSLs 

where the QDs of uniform size are regularly arranged. The minibands are formed in the ideal 

QDSLs. (b) Schematics of the electronic states of real QDSLs in which there are irregularities 

because of the size distribution and disorder of the arrangement. In such cases, weak 

localization states—so-called Anderson localization states—are formed on the low-energy side 

of the minibands. The purple part shows delocalized states (minibands), and the yellow part 

shows weakly localized states. (c, d) PL process from the minibands and localized states at low 

and high temperatures. kr, kt, and kact denote the recombination rate, tunneling rate, and thermal 

activation rate, respectively. 
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Figure 5. Calculated PL dynamics in 3D QDSLs. (a) PL dynamics calculated by the Monte 

Carlo simulation based on the rate equation (Eq. (3)) obtained by using the parameters of τr = 

5.8 ns, τt = 0.056 ns, Emax = 2.177 eV, and σ = 27 meV. (b) Open circles show the PL spectrum 

calculated by the time integration of the calculated result in Fig. 5a over the entire time region. 

The solid curve represents the experimental result of the PL spectrum at 80 K. (c) PL decay 

profiles obtained from the simulation results in Fig. 5a, where the inset shows the calculated 

spectrum and the down arrows represent the corresponding PL energy. (d) Experimental (closed 

circles) and calculated (open triangles) detection energy dependence of the PL decay time. 
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Figure 6. Temperature dependence of the PL properties of 3D CdTe QDSLs. (a) PL spectra 

and second derivative of the absorption spectra of QDSLs at 80 K and 300 K. The two dashed 

lines indicate the lower and upper ends of the miniband in CdTe QDSLs, i.e., the miniband 

width. (b) Temperature-dependent intensity fraction of the PL component from the minibands 

(Iminiband) compared to the total PL component (Itotal). (c) Temperature-dependent PL decay 

times of the PL component originated from the minibands. The solid curve shows a numerically 

calculated result for a 3D system using Eqs. (4) and (5) with 0 = 0.017 ns and  =  meV. In 

the inset, the temperature dependence of the PL decay time is shown as a double-logarithmic 

plot, which indicates that the PL decay time of QDSLs is proportional to T1.5. (d) The 

temperature dependence of the integrated PL intensity normalized by the intensity at 80 K. 
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Figure 7. Temperature dependence of PL properties of 1D and 2D CdTe QDSLs. (a, b) PL 

spectra and second derivative of the absorption spectra of 1D and 2D QDSLs at 80 K and 300 

K. The two dashed lines indicate the lower and upper ends of the miniband, i.e., the miniband 

width. (c, d) Temperature-dependent intensity fractions of the PL component from the 

minibands (Iminiband) compared to the total PL component (Itotal) for 1D and 2D QDSLs. 
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Figure 8. Temperature dependence of the PL decay times of 1D and 2D CdTe QDSLs. (a, b) 

Temperature-dependent PL decay times of the PL component originated from the minibands. 

The solid curve shows a numerically calculated result for the 1D amd 2D systems using Eqs. 

(4) and (5) with 0 = 0.038 ns and  =  meV for the 1D system and with 0 = 0.043 ns and 

 =  meV for the 2D system. In the insets, the temperature-dependent PL decay times are 

shown as a double-logarithmic plot, which indicates that the PL decay times are proportional 

to T0.5 (1D QDSL) and T1.0 (2D QDSL). 
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Supporting Information 

Detection energy dependence of PLE spectra at 80 K, 200 K, and RT, analysis of the PL decay 

profiles. Supporting Information is available from the Wiley Online Library or from the author. 
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